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Data Integration Benchmarks
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VizNet T2Dv2 FDA-510K
100% Wiki Tables

Composition 25% Gov 
25% Web Tables 
50% Other Sources

100% Gov Tables

Recent Use [CHORUS, VLDB ’24]
[Doduo, SIGMOD ‘22]

[CHORUS, VLDB ’24] [EVAPORATE, VLDB ’23]
Industry[Unicorn, 

SIGMOD ’23][Sherlock, KDD ’19]
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This work’s focus



Introducing the Goby Dataset

Large collection of real enterprise data from the event-management field


Compiled by professional developers writing 1,200 wrappers to unify APIs 
and web pages


Corresponding semantic types and annotations as developed by domain 
experts


Universal table into which all sources where unified
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Goby Dataset
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Enterprise Performance Gap
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Previous Task Context

🤖
Foundation 

 Model

Current Task

Prefixes

Task k-1

Next Task Context Task k+1

Task k

Ontology

Document 
Collection

Pass
Anchoring

Output

Instructions Data 
Sample

Task-specific 
knowledge

Feasibility 
Checker

Fail

Metadata

Raw output

Demonst
ration

Model 
Harness

Model Inputs

[CHORUS, VLDB ’24]

Performance deltas for most favorable 
scenario w/ ground truth labels 
provided



Enterprise Performance Gap
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Bridging the Gap
Building an ontology
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Coverage of ground truth labels: 100%



Bridging the Gap
Encoding Option (1/3): Grammar-constrained decoding

9

Decoding ApproachSample GBNF grammar



Bridging the Gap
Encoding Option (1/3): Grammar-constrained decoding
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Decoding ApproachSample GBNF grammar

F1 Score: 0.66 (Regression!)



Bridging the Gap
Encoding Option (2/3): Tree-traversal Prompting
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Bridging the Gap
Encoding Option (2/3): Tree-traversal Prompting
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Possible sequences

F1 Score: 0.77 (+0.05)



Bridging the Gap
Encoding Option (3/3): Tree Serialization
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Prompt



Bridging the Gap
Encoding Option (3/3): Tree Serialization
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Prompt

F1 Score: 0.85 (+0.14)
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semantic column-type annotation

12



Contributions

• Introduced a new enterprise data integration benchmark, Goby

• Verified existence of a significant enterprise LLM-performance gap for 
semantic column-type annotation

• Evaluated mitigations, most importantly ontology-building and tree-
serialization encoding, to successfully restore performance
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Goby Dataset
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goby-benchmark.github.io
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MORE TASKS COMING SOON!



Goby Dataset

13

goby-benchmark.github.io

MORE TASKS COMING SOON!

Questions?


